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Statistical interval estimates constructed to:
Estimate parameters
Quantify characteristics of population

Not always clear what each interval is estimating
Confidence, prediction intervals are well understood
Definition of tolerance interval varies in literature 
o “practical guidelines to calculate and use tolerance intervals in

real-world applications are lacking” (Gryze, et al 2007)

Background: Interval Estimates

Consistent definition of tolerance interval needs to be 
established

Uses: setting acceptance limits, determining if values lie 
within specification
Interest not in location/spread of distribution but in specific 
region of distribution

Many definitions claim TI captures proportion of distribution
Not specified whether upper, lower, middle, or asymmetric 
proportion is captured 

What is a Tolerance Interval?



Definitions include:
Bound covering at least (100-α)% of measurements with 
(100-γ)% confidence (Walpole & Myers)
At given confidence level, simultaneously for every x, at 
least p% of distribution of Y is contained (Lieberman & 
Miller)
Interval including certain percentage of measurements with 
known probability (Mendenhall & Sincich)
o TI is CI, except it captures a proportion, not a parameter

What is a Tolerance Interval?

Definitions (cont.):
TI with 95% confidence for 90% of distribution implies 95% 
of intervals cover at least 90% of distribution (Hauck)
TI is extension of PI to multiple responses; where certain 
percent of responses lie with certain confidence (Gryze)
o 95% PI does not contain 95% of population given x

o As degrees of freedom increase, TI approaches PI

What is a Tolerance Interval?



Original definition of TI: 2-sided interval estimate on lower/upper 
percentile (not percentage) of distribution 

Formula using non-central t-distribution of percentile:

Note: percentile is value below which exactly 100p% of 
population is located; value below which a random observation 
lies with probability p
Hahn uses same formula for CI on pth percentile

What is a Tolerance Interval?
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Intervals estimate parameters; parameter estimated by TI is 
percentile
1-sided TI is interval estimate of percentile; interval estimate 
on percentile defines upper/lower proportion estimated

Same cannot be said for 2-sided TI
Interval is exact – no need to say “at least” a certain 
proportion is covered

What is a Tolerance Interval?



μ and σ are known: TI is exact and calculated directly using 
area under normal curve
μ and σ are unknown: TI must account for variability in 
simultaneously estimating mean, variance 
o Leads to interval containing “at least” a proportion of distribution 

with certain probability 

As sample size increases, TI approaches interval containing 
exactly proportion p of normal distribution 

What is a Tolerance Interval?

Simultaneous/Non-simultaneous tolerance interval:
TI computed for more than one/single x value 

Two 1-sided tolerance interval:
1-sided (1-α)100% TI on lower (1-p)/2 with 1-sided (1-α)100% 
TI on upper (1+p)/2
Simultaneous 2-sided interval estimate of upper/lower 
percentiles

Other Interval Estimates



β-expectation tolerance interval (Mee’s definition):
Interval containing approximately 100β% of distribution:

Expected value of proportion covered is β
β-expectation interval equals PI for single observation

(1-α)100% PI to capture future observation equivalent to TI 
containing on average (1-α)100% of population

Other Interval Estimates

xˆ ˆμ,σ X x x xˆ ˆ ˆ ˆ ˆ ˆE {Pr [μ - kσ < X < μ + kσ |μ,σ ]} = β        

β-content tolerance interval:

Interval containing at least 100β% of population with given 
confidence γ (Mee)
o Computed using Normal, Chi-squared distributions

Confidence level for coverage probability of one observation 
SAS® Proc Capabilities Method 3 computes approximate 
statistical TI containing at least proportion p of population 

Other Interval Estimates

xˆ ˆμ,σ X x x xˆ ˆ ˆ ˆ ˆ ˆPr {Pr [μ - kσ < X < μ + kσ |μ,σ ] β} = γ≥
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1 Same formula given by Hahn for TI when μ, σ are unknown



Simulation conducted to determine whether:
Confidence, prediction, tolerance (1, 2-sided) intervals 
capture other parameters than what they are designed to
2-sided PI captures next k random obs., middle proportion of 
distribution
1-sided PI captures upper(lower) percentile of distribution
2-sided PI for next k random obs. captures middle proportion 
of  distribution

Comparing Interval Estimates

Simulation conducted to determine whether:
1-sided TI captures next random and next k random obs.
Is it always CI < PI < TI?
Two 1-sided TI captures middle proportion of distribution 
(whether Bonferroni adjustment necessary), next random and 
next k random obs.
SAS® Method 3 captures middle proportion of distribution, 
next random and next k random obs.

Comparing Interval Estimates



Is the next random observation captured?

On average, at least 95% of time the next random 
observation is captured for all intervals

Simulation Results
α = 0.05, percentile =.95  

Are the next k = 5 random observations captured?

Most intervals do fairly well except for 2-sided PI

Simulation Results
α = 0.05, percentile =.95  



Is the upper(lower) percentile of the distribution captured?

1, 2-sided TI perform best

Simulation Results
α = 0.05, percentile =.95  

Is the middle 95% of the distribution captured?

2 1-sided TI (Bonferroni) does best, 2-sided PI for next k 
random obs. too wide, SAS® Method 3 too narrow

Simulation Results
α = 0.05, percentile =.95  



Is the middle 95% of the distribution of future obs. captured?

2 1-sided TI (Bonferroni) does best, 2-sided PI for next k 
random obs. too wide, SAS® Method 3 too narrow

Simulation Results
α = 0.05, percentile =.95  

Effect of changing percentile
Capturing next random observation:
o Coverage decreases for most intervals as percentile 

decreases
Capturing next k random observations:
o Coverage decreases significantly for most intervals as 

percentile decreases
Capturing upper(lower) percentile of distribution:
o Coverage increases for 1-sided PI as percentile decreases

Simulation Results



Effect of changing percentile (cont.)
Capturing middle p% of distribution:
o Coverage generally improves as percentile decreases
o Coverage for SAS® Method 3 decreases as percentile 

decreases
Capturing middle p% of distribution of future obs.:
o Similar results for capturing middle p% of distribution

Simulation Results

Effect of changing α-level
Results similar for α = 0.05; conservative intervals become 
more conservative as α decreases

CI < PI < TI for p larger than approx. 0.9467728 (α = 0.05)
Two 1-sided TI (Bonferroni correction) performs best for 
capturing middle p% of distribution 

Interval does not relate directly to specific hypothesis test
Useful describing spread of distribution or setting 
equivalence deltas for assessing parallelism (see Hauck)

Simulation Results



Various definitions for TI
Inconsistency between percentiles/proportions
Lower, middle, upper or asymmetric proportion covered?

1-sided TI for percentile (and proportion) constructed using non-
central t-distribution

Percentile defines proportion; proportion does not define 
percentile
Definitions involving “at least p%” incorporate uncertainty 
when simultaneously estimating µ and σ

Conclusions

Simulation results
2-sided PI, SAS® Method 3 do not capture middle percent of 
distribution
Two 1-sided TI (Bonferroni correction) covers middle 
percent of distribution

Future work:
Investigate two 1-sided TI relationship with equivalence 
testing
Simulate models with more than one variance component 
Research intervals containing entire regression line 

Conclusions
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